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Frequency offset estimation in the intermediate fre-
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In this paper, an accurate frequency offset estimator is investigated in the intermediate frequency for the satellite-based 
automatic identification system (AIS) signals. Using Gaussian minimum shift keying (GMSK) modulation for trans-
mission, the AIS signal is shown to be a plane wave with the modulated phase information and carrier frequency re-
sulting from the Doppler effects. Hence, the phase information can be eliminated with a re-modulated signal, and the 
frequency offset can be estimated by the ratio of the maximum spectral amplitude and its neighbor spectral amplitude 
based on the fast Fourier transformation (FFT) interpolation. The estimator has low complexity, and it is easy to im-
plement. Computer simulations are used to assess the performance of the estimator.  
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Automatic identification system (AIS) is defined to im-
prove navigation safety and maritime surveillance, and it 
is applied to avoid the occurrence of collision and other 
accidents in its work cell. However, the radius of the AIS 
work cell is less than 40 nautical miles[1], which makes it 
difficult to meet the ship monitoring worldwide. Thus, 
the satellite-based AIS is a viable option[2]. In the satel-
lite-based AIS, the low-earth-orbit (LEO) constellation of 
small size satellites is usually assumed for global cover-
age, with an altitude ranging from 600 km to 1 000 km. 
For typical LEO altitudes and field of view (FoV) in AIS 
applications, there are lots of problems[3,4], the receiver 
moves at the speed of 7 km/s relative to the ships, and 
the maximum Doppler shift is approximately ±3.8 kHz[5]. 
Additionally, the signal-to-noise ratio (SNR) is 0—20 dB 
due to the complex atmospheric environment and the 
distant transmission[6]. The correct frequency offset is 
perquisite for demodulating the received AIS signals. 

The AIS signal is modulated by Gaussian minimum 
shift keying (GMSK), and the frequency offset estima-
tion methods for GMSK are typically categorized in 
non-data-aided (NDA) ones and data-aided (DA) ones[6], 
and the former is focused in this paper. Based on the 
least square (LS) criterion, the classic Kay method which 
utilizes the phase differences between adjacent signals 
was proposed in Ref.[7], but it has poor performance at 
low SNR, and the estimation range is a quarter of the bit 
rate. A maximum likelihood (ML) frequency estimator 
was proposed in Ref.[8], and it removed the phase in-
formation with the help of available data, eventually the 

frequency was obtained from the autocorrelation func-
tion. Although its estimation accuracy is remarkably high, 
its operating range is limited to a few percent of the bit 
rate. Based on the Taylor series expansion, Ref.[9] shows 
an open-loop digital frequency offset estimation tech-
nique. Ref.[10] presents a modified method by means of 
the Laurent expansion, which is a shortcut of the method 
in Ref.[9]. The methods of Ref.[9] and Ref.[10] have low 
computational complexity and high estimation accuracy, 
but their estimation ranges are around ten percent of the 
bit rate. Ref.[11] investigates frequency recovery by 
means of fast Fourier transformation (FFT) and the re-
cursion structure, and this method consists of a coarse 
frequency corresponding to the maximum amplitude FFT 
coefficient and a fine frequency resulting from the modi-
fied discrete Fourier transform (DFT) coefficients, which 
are defined by the maximum spectral number. The per-
formance depends on the time of iteration and FFT 
length, and it has high computational complexity. Nev-
ertheless, the estimator performs poorly at low SNR 
when the number of FFT points is not moderately long. 
Ref.[12] develops a two-ray spectrum approximate mod-
el for the Doppler spread estimation. Finally, the Doppler 
spread as well as the CFO is obtained, but the estimator 
performs poorly. Ref.[13] proposes a new frequency es-
timator for the satellite-based AIS signals, the Laurent 
approximation is used to remove the phase information, 
and then the frequency offset is estimated by means of
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autocorrelation and DFT. However, the estimator needs 
long data, which is unavailable in practice. Ref.[14] 
proposes a joint recovery scheme for carrier frequency 
offset and phase noise utilizing extended Kalman filter 
for QPSK signal. 

Considering that the frequency diversity of the mul-
ti-user signals is a significant advantage for coarse sepa-
ration, a satellite-based AIS receiver operating in the 
intermediate frequency can be conceived, and its block 
diagram is shown in Fig.1. In view of this situation, a 
frequency offset estimation method for the intermediate 
frequency is proposed in this paper. The phase modula-
tion can be removed by the connatural symbol in the AIS 
frame, and the ratio of the maximum FFT spectral am-
plitude and its neighbor spectral amplitude can be uti-
lized to acquire the frequency offset. This method is easy 
to implement and suitable for real time system. The sim-
ulation results show that the estimator has large estima-
tion range and good performance, which is very close to 
the modify Cramer-Rao bound (MCRB). 

Following the diagram of Fig.1, the received AIS sig-
nal from VHF antenna is multi-user mixed signal with 
frequency diversity due to the elevation and azimuth 
angle, whose power is amplified in the RF front-end, and 
the signal is down-converted to the intermediate fre-
quency. Filtering the interference out of the band by the  
intermediate frequency filter, the signal is cursorily sep-
arated by the exploitation of the frequency diversity giv-
en by the Doppler shift in the zonal filter, and the inter-
mediate frequency multi-user mixed signal is separated 
finely in the signal separation block. After that, the pro-
cessed signal is used to estimate the time delay and fre-
quency offset, which is compensated to the signal for 
demodulation. 

 

 

Fig.1 Block diagram of the satellite-based AIS receiver 
 
The complex envelope of the transmitted AIS frame 

can be written as 
s(t)=ejϕ(t;α)  ,                              (1) 

where 
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i
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is the information bearing phase. In the above equation, 
α={αi} are binary information sequences taking on the 
values ±1 with equal probability, and Tb is the symbol 
period. h is the modulation index, which takes the value 
of 0.5 in the GMSK modulation. q(t) is the phase pulse 
of the modulator, which can be expressed as 
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where L0 is the length of the continuous symbols in 
Gaussian filter, and B is the 3 dB bandwidth. For BTb is 
0.3, L0=3 is considered. Q(t) is defined as 
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The adversities in satellite detection include additive 
white Gaussian noise n(t) and Doppler frequency offset 
fd due to the satellite speed. The complex input of fre-
quency estimation block in Fig.1 is  

j(2π )( ) e ( )mf tr t n tq+= +  ,                      (6) 
where fm=f0+fd, f0 denotes the intermediate frequency, 
and θ=ϕ(t;α) is the information bearing phase.  

The GMSK signal is a series of single tone sine waves 
located symmetrically around the carrier frequency off-
set[15]. The knowledge of the training sequence and start 
flag of the AIS frame are available, and the re-modulated 
signal can be put in the form of 

S(t)=ejθ(t),                                  (7) 
where  

b( ) π ( )i
i

t h a q t iTq = -å                       (8) 

is the information bearing phase. The notations are the 
same as those in Eq.(2). Define a function as 

x(t)=rI(t)SI(t)+ rQ(t)SQ(t),                     (9) 
where rI(t) and rQ(t) denote the in-phase component and 
quadrate component of r(t), respectively. Likewise, SI(t) 
and SQ(t) represent the in-phase component and quadrate 
component of F(t), respectively 

x(t)=cos(ω0t+ωdt)+w(t) ,                     (10) 
where w(t) is the noise term with zero mean and variance 
of σ2, and SNR is 1/(2σ2). x(nTs) denotes the sample of x(t) 
taken at t=nTs. Eq.(10) can be expressed as  

s m s s( ) cos( ) ( ),0 1x nT nT w nT n NLw= + £ £ - ,    (11) 

where Tb=NTs. L is the length of the available data. 
Eq.(11) can be put in the form of 

 m( ) cos( ) ( ),0 1x n n w n n NLw= + £ £ - .       (12) 
Consider the DFT of x(n), which is filtered by a win-

dow function. X(ω) is computed as[16] 
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where M is the order of the window function, and 
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2π
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where T=LTb is the observation interval. Assuming that 
the noise term is negligible at moderately high SNR, the 
maximum spectral amplitude and its neighbor spectral 
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amplitude can be denoted as 
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where u=[ωmT]/(2π)−l is limited to the interval [−0.5,0.5], 
and l is the spectral number of X1. Since α=±1, Eq.(17) is 
then obtained as 

1

2

( 1)X u M
X u M

a
a

- +
= -

+
 .                      (17) 

For the simplicity, makes M=0, and then the frequency 
offset fd can be obtained as 
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When X2 is the left neighbor spectral line of X1, α is −1, 
otherwise, α is 1. As the noise term is considered, the 
variance of fd is 
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The variance of fd is related to Var[X2/(X1+X2)]. For 
the time being, the calculation of Eq.(19) is equivalent to 
compute  
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where X1=P1+Z1 and X2=P2+Z2, P1 and P2 represent the 
maximum spectral amplitude and its neighbor spectral 
amplitude, and Z1 and Z2 denote the noise amplitudes 
corresponding to them, Var[Z1]=NLσ2/2. After some al-
gebraic operations, we can get 
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For high SNR and large NL, Z1/P1=1 and Z2/P2=1. As a 
result, Eq.(21) can be expanded into infinite series form, 
and the high order term can be neglected. Eq.(21) takes 
the simple form as 
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Substituting Eq.(22) into Eq.(20), we get 
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Likewise, Eq.(23) can be expanded into infinite series 
form, and neglect the high order term, then produce 
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For further simplification, Eq.(24) reduces to 
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Considering M=0, substituting Eq.(15) and Eq.(16) 
into Eq.(25), then 
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It is readily seen that Eq.(26) is minimum when u=0.5, 
thus the minimum variance of fd is 
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As in the analysis, Eq.(27) is the minimum variance of 
fd, so the MCRB is lower than the true CRB. 

The following section will give the simulation results 
of the performance of the estimator described in this pa-
per. The performances are described in normalized fre-
quency estimation mean square error (MSE), which is 
defined as 

2
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where D is the number of Monte Carlo simulations. With 
GMSK modulation, the length of the continuous symbols 
in Gaussian filter L0 and the 3 dB bandwidth TbB are 3 
and 0.3 respectively. The training sequence and start flag 
in AIS frame are available for data aided, totally 32 bit. 
The oversampling factor N is set to 8. The symbol dura-
tion Tb is 1/9 600 s. 

Fig.2 shows performance comparison between the pro-
posed estimator and those in the literature. For the sake of 
simplicity, let A be the proposed estimator in this paper, B 
and C denote the estimators in Ref.[7] and Ref.[6], respec-
tively, and the MCRB in Eq.(27) is used as a benchmark. 
The estimators in Ref.[7] and Ref.[6] were operated in the 
baseband, i.e. the intermediate frequency was 0 Hz. To be 
consistency, the intermediate frequency of the proposed 
estimator in this simulation was set as 0 Hz. As seen from 
Fig.2, B has poor performance, and C has higher estima-
tion accuracy than B. A has much better performance than 
C, especially when SNR is less than 3 dB. Additionally, its 
MSE is about 1.7 dB above the MCRB when the SNR is 
higher than 3 dB.  

Fig.3 illustrates the MSE versus normalized frequency 
offset fdTb when SNR is 20 dB. In the following simula-
tions, the intermediate frequency is 24 000 Hz. The esti-
mation range of algorithm A is coarsely more than the 
symbol rate and is larger than that of the other algorithms. 
Also, it covers the frequency offset range of the satel-
lite-based AIS.
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Fig.2 Performance comparison of different frequency 
estimators for GMSK 

 

Fig.3 Effect of frequency offset on performance of 
different frequency estimators 
 

In the satellite-based AIS communication system, large 
Doppler frequency offset occurs in the received signals, as 
well as the time delay. Thus, the estimator should be an-
ti-time delay more or less. As Viterbi algorithm (VA) is 
adopted in the demodulator, simulation shows that the 
BER meets the need of the satellite-based AIS when fre-
quency offset MSE is lower than 10-4. Fig.4 shows the 
MSE of the proposed estimator versus SNR for different 
timing errors. It is clearly demonstrated that the perfor-
mance deteriorates further with the time delay increasing. 
The MSE is lower than 10-4 when timing error is a half of 
the symbol period, which still covers the tolerance of VA. 

 

Fig.4 Effect of time delay on performance of the pro-
posed estimator 

Subjecting to the signal separation performance, the 
input signal for frequency estimation is not pure, and 
some extremely weak interference signals are contained. 
Fig.5 shows the effect of SIR on the performance of the 
proposed estimator, in which the frequency offset is 
4 000 Hz. It shows that the MSE is increasing with the 
SIR increasing at the same SNR. Resulting from the low 
SNR, the effect of SIR on the estimation performance is 
very small, and it becomes visible when SNR is above 
5 dB. As mentioned before, the performance is accredit-
ed for the satellite-based AIS even when SIR is 3 dB. 

 

Fig.5 Effect of SIR on performance of the proposed 
estimator 
 

In Fig.6, the performance of the estimator is plotted 
with different available data lengths. The longer pilot 
data length results in much better estimation performance. 
In Fig.1, the output data of the demodulator is 256 bit, 
which is available for message re-modulation to coun-
teract the interference signal. Obviously, the estimator 
has good performance when the available data length is 
128 or 224. 

 

Fig.6 Performance of the proposed estimator with 
different available data lengths 

 
An accurate frequency offset estimator for the satel-

lite-based AIS is proposed in this paper. The estimator 
can operate in intermediate frequency. The performance 
of the frequency estimator and that corresponding to a 
timing error, as well as the SIR and the available data 
length have been plotted. The estimator has better per-
formance than those in the literature. Additionally, the 
variance of the estimator is calculated, and the performance
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of the estimator is about 1.7 dB above the MCRB. The 
estimator has very low complexity and is easy to imple-
ment, which is very suitable for the satellite-based AIS. 
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